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We microscopically derive transport equations for the conduction electrons in ferromagnetic materials with
an inhomogeneous magnetization profile. Our quantum kinetic approach includes elastic scattering and aniso-
tropic spin-flip scattering at magnetic impurities. In the diffusive limit, we calculate the resistance through a
domain wall and find that the domain-wall resistance can be positive or negative. In the limit of long domain
walls we derive analytical expressions and compare them with existing works, which used less general models
or different theoretical frameworks.
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I. INTRODUCTION

Conducting magnetic materials are an active research
topic at present due to promising applications such as mag-
netic memory storage devices which make use of magneti-
zation reversal in pillar multilayer nanostructures1–5 or
domain-wall motion6–11 as proposed for the racetrack
memory.12 On one hand, domain-wall motion is realized by
sending spin-polarized current through the domain wall, so
that the mutual interaction of the electron spin with the fer-
romagnetic order parameter leads to a motion of the wall.
This is due to the so-called spin torque,1,13–16 the transfer of
spin-angular momentum. On the other hand, the electronic
current flow is also affected by the presence of an inhomo-
geneous magnetization. Most prominently, there is a change
in the resistance when the current runs through a domain
wall in comparison to the resistance in the absence of the
domain wall. The resistance change can have different ori-
gins that can be separated into the extrinsic and intrinsic
domain-wall resistance �DWR�. The former includes orbital
and anisotropic magnetoresistance. The latter contains the
direct influence the domain wall has on the electronic con-
duction channels: if the magnetization direction is not homo-
geneous in space, the spin majority and minority channels
are no longer eigenstates, which in turn changes the conduc-
tion properties and also can have influence on the impurity
scattering rates. There is also spin accumulation in the vicin-
ity of the domain wall which leads to an additional potential
drop. In any case, the extrinsic mechanisms have to be care-
fully identified in order to obtain the intrinsic domain-wall
resistance from experiment. The DWR has been studied in a
number of works in the past, both theoretically17–25 and
experimentally.26–29 Reviews about DWR in nanowires made
from ferromagnetic transition metals, experimental measure-
ments, and details on the treatment of extrinsic magneto re-
sistance can be found in Refs. 30 and 31.

On the theoretical side, two major research lines to mag-
netotransport have been followed in the last years. One line
is a numerical approach using atomistic so-called first prin-
ciple calculation to treat relatively small systems. The second
line of research applicable to larger systems, in which struc-
tural details due to a microscopic disorder averages out, is
based on analytical kinetic equation derived from field theo-

retical methods. We now briefly summarize a few main re-
sults obtained with both approaches.

Using numerical methods based on ab initio approaches
in combination with tight-binding transport calculations de-
tailed predictions for the linear conductance of multilayers
have been made.32–34 These include in particular all effects of
the complex band structure and can also take into account
the effect of disorder. The effects of a finite cross section
were explored in Ref. 35 and an inhomogeneous magnetiza-
tion has been accounted for in Ref. 36. A method to over-
come the linear response limit of these calculations has been
recently proposed for nonmagnetic materials.37 These ap-
proaches are well suitable and very successful to describe
multilayers and atomic size domain walls. The main disad-
vantage is that the computational effort limits the system size
rather drastically and typical mesoscale domain walls with
dimensions of the order of 10 nm cannot be described. Fur-
thermore, spin-flip scattering by magnetic impurities or dis-
ordered spin-orbit scattering are difficult to take into account
by the microscopic tight-binding simulations. Since the latter
mentioned systems will be the main focus of our work, we
will therefore choose a different approach, based on analyti-
cal transport equations using nonequilibrium Green’s func-
tion methods.

Using analytical methods, several limiting cases of the
domain-wall resistance have been investigated using a vari-
ety of theoretical approaches. The works18–20 perform a
diagrammatic evaluation of the Kubo-formula introducing
scattering in the unperturbed Green’s functions by two phe-
nomenological parameters �↑↓, the momentum scattering
times for spin-up and spin-down channels. In this calcula-
tion, spin-flip processes are not included. As we will discuss
later, this leads to a spin accumulation that does not decay
even arbitrarily far from the domain wall. Hence, this neglect
of spin-flip is only possible, if the distance between the do-
main wall and leads is much smaller than the spin-diffusion
length. In a complementary approach, Levy and Zhang17 use
a linearized Boltzmann equation. They do not consider
changes in the electronic spectrum, i.e., they assume spin-
independence of the wave vector k↑=k↓, restricting the valid-
ity to the regime of small exchange splitting. Their analytical
calculation is done in a basis that diagonalizes the Hamil-
tonian, which is possible in case of a constant magnetization
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gradient, known as spin spiral. Thus, they cannot take into
account a finite contact geometry and finite domain-wall
length, but have to consider an infinitely extended spin-spiral
for which they calculate the conductivity. Spin-flip processes
are absent, so, again, the above statement concerning spin
accumulation applies. Furthermore, they perform a multipole
expansion of the distribution function but only include terms
up to the p-wave component. However, as we will see during
our calculation, this is not sufficient in general. Lastly, we
believe the Boltzmann equation, they use, lacks terms that
should appear as a result of the gauge transformation. Berg-
eret et al. use the Keldysh technique to derive a quasiclassi-
cal equation valid in the diffusive limit.23 However, they
consider a different regime of validity, in which the scatter-
ing mean-free path ls is the smallest length scale in the sys-
tem �besides the Fermi length�, and not the precession length
as will be the case in our treatment. Likewise, they do not
consider spin-flip processes, even though during their calcu-
lation, they perform steps which implicitly require longitudi-
nal spin excitations to relax. Finally, Simanek et al.24,25 used
equations of motion for the quantum distribution function in
Wigner space, which however contain a term that we cannot
reproduce. Before, Bergeret et al. noted that this term vio-
lates particle conservation.23 Nevertheless, this term does not
affect the statement of Simanek et al. that there is quenching
of the spin-accumulation due to rapid transverse precession.
This also emerges from our theory and we will make use of
it later �see the discussion around Eq. �61��.

In this paper, we pursue a fully microscopical theoretical
approach to the DWR in the limit of wide domain walls, so
that quantum mechanical electron reflection at the domain
wall can be neglected. This allows us to use a standard qua-
siclassical approximation and neglect spin-dependent scatter-
ing due to abrupt potential changes.38–41 We use the model
with quasifree electrons instead of a realistic band structure,
since we are mainly interested in linear response properties,
which limit the relevant energy scales to small band around
the Fermi level. We assume a width of the system larger than
the mean-free path, so that quantization effects due to a finite
cross section do not interfere with the intrinsic DWR. Fur-
thermore, we assume that the precession length should be
much smaller than other typical lengths of the system. As
opposed to other works, our approach includes spin-flip scat-
tering, which is needed for a decay of the spin-accumulation
away from the domain wall. Scattering is included on micro-
scopic level and we include gradient corrections to the col-
lision integral.

In Sec. II, we begin by introducing our model and deriv-
ing a quantum transport equation using the Keldysh kinetic
equation approach. These provide a rather general frame-
work to investigate a large variety of static transport prob-
lems. In Sec. III we solve these resulting equations analyti-
cally in certain limiting cases for model domain walls and
discuss our results and relate them to various existing theo-
retical works dealing with the issue of DWR.17–25 Finally we
conclude with an outlook on open problems.

II. QUANTUM TRANSPORT EQUATION FOR
FERROMAGNETIC CONDUCTORS

In this section we derive a quantum transport equation
from a model Hamiltonian that describes the kinetics of con-

duction electrons in materials with inhomogeneous magneti-
zation profile.

A. Model and Hamiltonian

We consider a system of effectively noninteracting elec-
trons whose spin degrees of freedom are coupled to the fer-
romagnetic order parameter in the mean-field approximation
via the spatially dependent exchange field. The single par-
ticle Hamiltonian has three contributions,

Ĥ = Ĥ0 + ĤS + V̂ = ��2k2

2M
− ���r� − e��r��1̂ −

�

2
m�r��̂

+ V̂�r� . �1�

Here, H0 is the usual free quasiparticle energy contribution
with the dispersion relation �k� �2k2

2M and effective mass M
and in spatial representation, k=−i�r. ��r� is the external
electric potential felt by the quasiparticles of charge −e. ��
is a shift in the chemical potential due to the magnetization
gradient �rm which later turns out to be of order ��
=O��rm�2. HS describes the coupling of the electron spin to
the exchange field with a constant magnitude � and the local
magnetization direction denoted by the unit vector m�r�. The

2	2 matrix spin structure is denoted by ˆ. �̂= �
̂1 , 
̂2 , 
̂3� is
the vector of Pauli matrices, such that the electron spin op-

erator is given by Ŝ= �
2 �̂.

In accordance with the mean-field approach, the length
scale of the spatial variations is much smaller than the rel-
evant atomic scales. More specifically, this condition reads

1/lm � ��rm� � pF/� . �2�

The exchange field is created by electrons that align their
spin preferably in the same direction due to the �here ferro-
magnetic� exchange interaction. In conducting ferromagnets,
the electrons contributing to the local magnetization can ei-
ther be localized and, thus, do not participate in transport
�d-electron character� or be delocalized and, hence, are sub-
ject to electronic transport phenomena �dominant s-electron
character�. These extreme cases constitute two distinct mod-
els with the major difference being the way in which the
self-consistency condition for the exchange field is em-
ployed. These are known as s-d model and itinerant Stoner
model, the latter one describing a system in which transport
and magnetism arise in fact both from the same delocalized
electrons. However, real physical systems are usually be-
tween these two cases. Below, we will restrict ourselves to
the s-d model in which the magnetization profile remains
static even if the conduction electrons are in a nonequilib-
rium configuration. Note that fluctuations of the order param-
eter are neglected.

We disregard the influence of the effective magnetic ex-
change field on the electronic orbits, which represents the
Lorentz force and leads to the orbital magnetoresistance
�OMR�. Theoretically, as well as experimentally, the OMR
and other extrinsic contributions such as the anisotropic
magnetoresistance �AMR�, which stems from spin-orbit cou-
pling and leads to a resistance depending on the angle be-
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tween magnetization and current directions, can be separated
from the true DWR and therefore are not included in this
paper. For Bloch walls and the CPW geometry �current per-
pendicular to wall�, which we employ in our model later on
�see Fig. 1�, the AMR plays no role, since the magnetization
direction is always perpendicular to the current direction. For
other walls such as Néel walls, the spin direction within the
wall attains a component parallel to the current and the AMR
has to be carefully distinguished from the DWR. Generally,
to leading order, the AMR contribution can simply be added
to the DWR. AMR is a an effect of zeroth order in magne-
tization gradients, but since we are primarily interested in the
small conductivity change imposed by the presence of a do-
main wall to lowest order in the domain-wall gradient, we
can disregard this additional spin-orbit term. In higher order,
the effects of a magnetization gradient and the mechanism
underlying the AMR interfere and a more general description
is necessary. Note, that in addition the anomalous Hall effect
�AHE� comes into play in higher order. To stay as simple as
possible, we neglect AMR and AHE effects in the following
assuming they are either negligible or can be experimentally
distinguished from the DWR.

The impurity scattering potential can be divided into two
contributions,

V̂�r� = Vi�r�1̂ + V̂mag�r� . �3�

V̂i describes the scattering from randomly distributed static
impurities and for pointlike scatterers has the property

	Vi�r�Vi�r��
imp = ��i���r − r�� , �4�

equivalent to the treatment of Vi as a delta-correlated fluctu-
ating Gaussian field. ��i� measures the strength of the impu-
rity scattering potential and 	 
imp denotes the averaging over
all impurity configurations.

In a similar way, scattering at impurities that have internal
spin degrees of freedom makes the scattering vertex spin-
dependent, such that

	V̂mag�r�X̂V̂mag�r��
imp = �
i,j=1

3

�ij
�m�
̂iX̂
̂ j��r − r�� , �5�

where X̂ is an arbitrary disorder independent spin matrix.
Therefore, magnetic impurity scattering in the pointlike limit
can be treated as delta-correlated fluctuating Gaussian mag-
netic field which couples to the electron spin by the usual
Zeeman term. The size of the fluctuations can generally be
spin-anisotropic which manifests itself in the tensor structure
of �ij

�m�.

B. Keldysh technique

The standard way to proceed in nonequilibrium physics is
to set up the kinetic equation for the Keldysh Green’s func-
tion. For the remaining part of this paper, we set �=1.

The further treatment is done in the Wigner representation
which is obtained from usual spatiotemporal representation
via the transformation

Ǧ�k,�,r,t� =� d3zd�e−ikz+i�� 	 Ǧ�r +
z

2
,t +

�

2
;r −

z

2
,t −

�

2
� .

�6�

The product of operators has to be carried out using the
Moyal product � �ei/2���r��k−��t���−��k��r+�����t� where �� and �� denote
derivatives acting only to the left and right, respectively.42

The Green’s function Ǧ is defined as expectation value of
the electron field operators, time-ordered along the Keldysh
contour.42 The ordering along backward and forward time
Keldysh contour gives rise to an additional 2	2 matrix

structure �denoted by ˇ�, which in an appropriate basis takes
the convenient form43

Ǧ = �ĜR Ĝ

0 ĜA
� . �7�

ĜR and ĜA are the retarded and advanced Green’s functions,
well known from equilibrium theory and carry information
about the spectrum of the system. In particular, one obtains

the spectral density simply from Â= i�ĜR− ĜA�.
The lesser component Ĝ�k ,� ,r , t� describes the occupa-

tion of states of the many particle system and is given in
terms of electron field operators by

Ĝ�,�
 �r,r�,t,t�� = i	��

†�r�,t�����r,t�
 , �8�

where the grand canonical average is taken and the indices
� ,� are one of ↑ ,↓. In equilibrium, it takes the form

Ĝ�k ,� ,r�= iÂ�k ,� ,r�fD��� with the Fermi-Dirac distribu-
tion function fD���=1 / �e���−EF�+1�, where �=1 /kBT denotes
the inverse temperature.

From the lesser Green’s function Ĝ we can easily obtain
various physical quantities of interest such as the quasiparti-
cle spin-charge density

�m(x)
L

j
w

x

y

z

�4 �2 2 4

�1.0

�0.5

0.5

1.0

my(x) = −q(x)

mz(x)

x

FIG. 1. Contact of length L with a Bloch domain wall of char-
acteristic size w situated in between. The domain wall is described
by the magnetization gradient q�x�=���x�. The lower plot shows
my�x�=−q�x� and mz�x� according to Eq. �38� with unity wall width
w=1.
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N̂�r,t� = − e� d3k

�2��3�
−�

� d�

2�i
Ĝ�k,�,r,t� , �9�

and spin-charge current density

Ĵ�r,t� = − e� d3k

�2��3�
−�

� d�

2�i
vkĜ

�k,�,r,t� , �10�

where the quasiparticle velocity is vk=�k�k=k /m. The spin-

charge density N̂ is a 2	2 matrix in spin space and its trace

yields the charge density, nc=Tr N̂ while the spin density is

given by s=− �

2eTr��̂N̂�. In a similar manner, we obtain the

charge current jc=Tr Ĵ and the spin-k current jk=

− �

2eTr�
̂kĴ�.
In order to find Ǧ for a specific physical system, we need

an equation of motion, called the Dyson equation,

���1̂ − Ĥ0 − ĤS�1̌ − �̌� � Ǧ = 1̌. �11�

The self-energy �̂ incorporates scattering by magnetic and
nonmagnetic impurities. The leading contribution is calcu-
lated in the self-consistent Born approximation, which trun-
cates the series of irreducible diagrams due to multiple im-
purity scattering after the first one:

�̌ = = �V̂ǦV̂�imp �12�

In physical terms, this means that all kinds of interference
effects such as weak localization are dropped from the
theory. In this approximation, the self-energy for spin-
independent impurity scattering takes the form

�̌i = ��i�� d3k

�2��3Ǧ . �13�

Similarly, for magnetic impurity scattering we obtain

�̌mag = �
i,j=1

3

�ij
�m�� d3k

�2��3 
̂iǦ
̂ j . �14�

The tensorial structure of �
=

�m� accounts for situations in
which scattering is anisotropic in spin space. For example, if
an exchange coupling between the internal impurity spin and
the ferromagnetic order parameter exists, the spin is prefer-
ably aligned along this direction. Consequently, the impurity
will scatter the electron with a magnitude depending on its
spin. In the case of uniaxial symmetry �the symmetry axis is
denoted by n�,

�ij
�m� = ��

�m���ij − ninj� + �
�m�ninj . �15�

For the above example, the unit vector n actually corre-
sponds to the local magnetization direction m. We assume
throughout the rest of this paper that scattering is weak such
that

�� EF, �16�

where EF is the Fermi energy of the conduction electrons.
Put in other words, this means that transport quantities such

as density of states do vary very slowly on the scale of the
relaxation rates given by �. This assumption will allow us
later to make use of the quasiparticle approximation.

C. Spectral density

The first step in solving the Dyson Eq. �11� is to find a
solution for the spectral function. To do so, we write an

equation for the retarded/advanced components of Ǧ,

��� − �k + ���r��1̂ +
�

2
m�r��̂� � ĜR/A = 1̂. �17�

ĜR/A only differs by the boundary condition which can be
simply incorporated by substituting �→�� i� in Eq. �17�.
Furthermore, since ��EF, we will not include impurity self
energy corrections to the spectrum, i.e., we neglect the line
broadening and assume a delta-peaked spectrum, commonly
referred to as the quasiparticle approximation. Also, the ex-
ternal electric field affects the spectrum only in second order
of the field.43

To proceed, we perform a gradient expansion � �1
+ i

2 ���r��k−��t���−��k��r+�����t�+¯, and determine ĜR/A itera-
tively by the order of the gradient. It turns out, that we need
only up to order �r

2. To zeroth order, one simply finds for the

spectral density Â0=2��P̂↑���−�k
↑�+ P̂↓���−�k

↓��. Here, we

defined the projectors in spin-space P̂↑,↓= 1
2 �1̂�m�̂� that

project on the spin-up/spin-down direction and �k
↑,↓��k�

�
2

is the dispersion relation for majority and minority spin
bands which are exchange split due to the s-d coupling. The
k-integration of the spectral function yields the density of
states, here defined as number of states per unit energy and
volume,

� d3k

�2��3 Â�k,�,r� = 2��̂��,r� . �18�

The matrix density of states without magnetization gradient
present is thus

�̂ = P̂↑�↑ + P̂↓�↓ = �0�1̂ + Pm�̂� , �19�

where we have introduced the polarization of the Fermi sur-
face

P =
�↑ − �↓

�↑ + �↓
�20�

and �0= 1
2 ��↑+�↓� denotes the average density of states. The

density of states for majority and minority spin bands are

�↑,↓��� =� d3k

�2��3��� − �k
↑,↓� . �21�

�↑,↓ without energy argument denotes the density of states at
the Fermi level.

The term �� in Eq. �17� constitutes an additional chemi-
cal potential shift due to the magnetization gradient and is
determined by enforcing local charge neutrality. The total
quasiparticle density �9� is constant throughout the ferromag-

net, i.e., Tr N̂�r�=−eNIon, which leads to �see also Eq. �A7��,
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���r� =
1

12
�1 − 2P

2EF

�
� 1

2M
��rm�2. �22�

D. Kinetic equation for the nonequilibrium distribution

The kinetic equation for the nonequilibrium distribution
function is obtained by considering the lesser component of
Eq. �11�,

− i��� − �k + �� + e��1̂ +
�

2
m�̂ �, Ĝ� =

1

2
�Â �, �̂� −

1

2
��̂

�, Ĝ� − i�R�̂ �, Ĝ� + i�RĜ �, �̂� , �23�

where the �anti-�commutators are defined by �Â �, B̂�= Â � B̂

+ B̂ � Â and �Â �, B̂�= Â � B̂− B̂ � Â. The imaginary part of the
self-energy

�̂ = − 2I�̂R = i��̂R − �̂A� �24�

describes relaxation due to impurity scattering, while the real
part is responsible for changes in the energy dispersion rela-
tion. There exists a Kramers-Kronig relation between real
and imaginary part,

R�̂��� =
1

2
��̂R + �̂A� =

1

2�
P�

−�

�

d��
�̂����
� − ��

. �25�

However, as can be seen from the integral representation in
this formula, the real part depends on the complete electronic
spectrum of the system, since the scattering rate is directly
related to the density of states, ���������. Considering that
the dynamics accompanied by a rotation of the magnetiza-
tion direction, be it in time or space, is affecting only an
energy region of the order of �, these changes constitute
only a tiny fraction of the whole energy range. Thus, correc-
tions due to magnetization dynamics to the real part can be
neglected when compared to the whole background contri-
bution, which then is just a constant �however formally di-
verging due to the assumption of k-independent impurity
scattering� and merely renormalizes the electronic spectrum.
In fact, the only reason to include impurity scattering is to
add momentum and spin relaxation to the conduction elec-
tron system, as contained in the imaginary part of the self-

energy, �̂. The real part can however become significant if
one goes beyond the self-consistent Born approximation. Im-
portant contributions from higher order diagrams are relevant
for skew and side-jump scattering which give rise to the
anomalous Hall effect.44,45 In our case, we assume that scat-
tering is weak and thus, there is no necessity to go beyond
the first order diagram for our study. Therefore, the two com-
mutators involving real parts can be dropped from Eq. �23�.

Generally, we can distinguish the contributions to the ki-
netic equations emerging from two regions in energy. The
electronic states deep inside the Fermi sea are affected by an
inhomogeneous exchange splitting �m�r�. The fraction of
the Fermi sea that contributes is given by � /EF and not
necessarily small. However, due to the Pauli principle, these

states are fully occupied for all reasonable temperatures and
the change in the spectrum does not affect the dynamics of
the mobile electrons close to the Fermi surface. These are
responsible for the dynamics in the quantum kinetic equa-
tion, since the electrons in an energy window given by the
temperature, voltage or other low-energy scales have the
freedom to move. These differences can be used to eliminate
the high-energy contribution from our quantum kinetic equa-
tion. Possible high-energy contribution can be simply added
later once the low-energy result has been obtained, but it
turns out that there are no such contributions for our case of
DWR. However, if one calculates nondiagonal resistivities
for two- or three-dimensional magnetization structures, there
are important high energy contributions which correspond to
Berry curvature effects. Furthermore, a change in the spec-
trum due to magnetization structures changes the Berry cur-
vature, which can, therefore, lead to changes to the intrinsic
AHE contribution. The AHE is, however, is beyond the
scope of this work as discussed previously. In the general
case, it is therefore important to carefully check for contri-
butions from the Fermi sea.

We perform a series of three steps to obtain an equation
describing the low-energy dynamics alone. First, we elimi-
nate the electric potential by the substitution �=�+e�,
which transforms the derivatives according to

�� → ��, �r → �r − eE�� �26�

with the electric field E=−�r�.
Second, we make the ansatz

Ĝ�k,�,r� = iÂ�k,�,r�fD�� − e�� + �Ĝ�k,�,r� . �27�

The first term drops out from the kinetic Eq. �23�, leaving an

equation for �Ĝ alone. �Ĝ has two very practical properties.
It is proportional to the electric field, which allows us to drop

the term e��r��Ĝ, since we are interested only in linear re-
sponse to an external field. The external potential is incorpo-
rated via appropriate boundary conditions that are concret-

ized below. Furthermore, �Ĝ is peaked around the Fermi
level, reflecting the fact that nonequilibrium processes take
place only in the vicinity of EF, provided the temperature is
low enough. In fact, we use the zero-temperature approxima-
tion

�fD

�� =−���−EF� throughout this work.
This brings us directly to the third step which consists of

integrating the whole equation over energy after setting �

=EF in all prefactors to �Ĝ on the right-hand side of Eq.
�23�. The spectral densities in the collision integral become

Â�k ,EF ,r�, which means we neglect the energy dependence
of the scattering rates. This is perfectly compatible with the
linear response regime, since a more in-depth investigation

shows that corrections due to the energy dependence of Â are
of quadratic order in the electric field.

For the stationary situation ��t=0�, the resulting kinetic
equation for

ĝ�k,r� =� d�

2�i
�Ĝ�k,�,r� �28�

finally reads
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vk�rĝ − i
�

2
�m�̂ �, ĝ� + ��r����kĝ = Îi�ĝ� + Îm�ĝ� . �29�

The collision integral takes the form

Îi�ĝ� = ��i�� d3k�

�2��3�1

2
�Â�k,EF,r� �, ĝ�k�,r�� −

1

2
�Â�k�,EF,r�

�, ĝ�k,r��� �30�

and similar for the magnetic scattering contribution Îm�ĝ�. �
denotes the Moyal product with derivatives �r and �k only,
and does not act on k�. Again, we will need to include only
terms up to order �r

2. Equation �29� along with Eq. �30� con-
stitutes a linear integrodifferential equation for ĝ and serves
as the basis for our further analytical treatment.

Provided we have found a solution for ĝ with appropriate
boundary conditions, we can finally determine the physical
observables of interest by simply substituting the ansatz �27�
into Eq. �9�. In this way, we obtain the quasiparticle spin-
charge density,

N̂�r� = − e� d�

2�
� d3k

�2��3 Â�k,�,r�fD���

− e2��r�
1

2�
� d3k

�2��3 Â�k,EF,r� + n̂�r� �31�

with the low-energy spin-charge density excitations n̂=
−e� d3k

�2��3 ĝ. We made use of the zero-temperature approxima-
tion and smallness of the external potential in the linear re-
gime, viz fD��−e��= fD���+e����−EF�. The �spin-�
current is obtained in a similar straightforward manner.

On length scales much larger than the Thomas-Fermi
screening length, which is of the order of atomic distances in
metallic materials, local charge neutrality is fulfilled. Since
the first term on the right-hand side of Eq. �31� corresponds
to the equilibrium density which exactly neutralizes the ma-
terial, the trace of the last two terms has to vanish,

Tr n̂�r� = e2��r�
1

2�
� d3k

�2��3Tr Â�k,EF,r� . �32�

Therefore, Tr n̂�r� is directly related to the local electric po-
tential and thus the local electric field E�r�=−�r��r� in the
system.

Now we consider a region far from any inhomogeneities
in the magnetization for which we want to specify an appro-
priate boundary condition. In the absence of a magnetization
gradient and nonequilibrium spin excitations in the conduc-
tion electron system, a less strict equality between the last
two terms of Eq. �31� holds,

n̂�r� = e2��r�
1

2�
� d3k

�2��3 Â�k,EF,r� . �33�

In a simple one-dimensional geometry and at the left and
right boundaries xL,R, the boundary condition simply be-
comes

n̂�xL,R� = e2��xL,R��0�1̂ + Pm�̂� . �34�

Before continuing to solve the kinetic Eq. �29� for ĝ, let us
specify a convenient geometry for the contact.

III. DOMAIN-WALL RESISTANCE IN DIFFUSIVE WIRES
WITH CURRENT PERPENDICULAR TO WALL

(CPW) GEOMETRY

A. Model of the contact

We treat a ferromagnet in a quasi one-dimensional geom-
etry such that there are only gradients of the magnetization in
the x direction, while in the y and z directions the system is
homogeneous. Furthermore, we assume a coplanar magneti-
zation which allows to parameterize the magnetization direc-
tion by a single angle ��x�, defined by

m�x� = � 0

sin ��x�
cos ��x�

� . �35�

Current flow perpendicular to the domain wall implies that
the direction of j is along the x axis, so that the problem
becomes effectively one-dimensional. Therefore, in this case,
every quantity of interest only depends on x, we can set �y
=�z=0 and abbreviate ���x.

The contact of length L contains a domain wall of char-
acteristic width w. The left- and rightmost parts have oppo-
site magnetization directions and a so far arbitrary magneti-
zation profile ��x� connects the two magnetic domains. The
situation is sketched in Fig. 1.

It is then convenient to perform a local SU�2� gauge trans-
formation in order to rotate the coordinate system used to
represent the spin-orientation such that its z axis is always
aligned to the local magnetization direction m. The unitary

operator �Û†= Û−1�,

Û = e−�i/2��
̂x �36�

exactly performs this rotation in spin-space using the previ-

ously introduced angle �, so that Ûm�̂Û−1= 
̂z. As � is spa-
tially dependent, the derivatives obtain an additional term
after the transformation,

Û � Û−1 = 1̂ � +
i

2
q�x�
̂x � �̂ . �37�

Henceforth, we have to deal with the gradient q�x�=�� in our
equations and which fully parameterizes the domain wall.
The gauge transformation �36� rotates the orthonormal basis
system �v	m ,v ,m� such that it becomes the canonical set
basis vectors, �ex ,ey ,ez�. The unit vector v points in the di-
rection of change of the magnetization m, i.e., �m=qv. Note
that v is perpendicular to m, since m is a unit vector.

An analytical form of the domain-wall profile can be de-
rived in the context of minimizing the free energy of the
ferromagnetic material, commonly a compromise between
exchange and anisotropy energy. Typically, one finds
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cos ��x� = tanh� x

w
� , �38�

so that

q2�x� =
1

w2 cosh2� x

w
� =

1

w

�

�x
tanh� x

w
� , �39�

where w constitutes a typical length scale over which the
domain wall extends.

B. Hierarchy of equations

In light of the solution procedure that is to come, it is
convenient to use a four-component vector representation
�which is denoted by an arrow to distinguish it from the
three-component real-space vectors set in boldface�, in which
the spin-charge density excitations and current density take
the form, respectively,

n� = �n+,n−,n↑,n↓� ,

j� = �j+, j−, j↑, j↓� .

Starting from the 2	2-matrix representation after the gauge

transformation, n̂=
nc

2 1̂+nx
̂x+ny
̂y +nz
̂z, we define the
spin-up/down densities n↑,↓=

nc

2 �nz. Additionally, the trans-
verse spin degrees of freedom are transformed according to
n�=nx� iny, which corresponds to circularly polarized trans-
verse spin excitations. This basis is convenient because it
diagonalizes the equations of motion for the transverse dy-
namics in absence of magnetization gradients, see Eq. �47�
and following.

The full kinetic equation for ĝ is still very involved, so we
need to perform additional simplifying steps. Therefore, we
multiply Eq. �29� with vx

n�n�0� and afterward integrate over
the whole k space. This involves evaluating terms of the
form

	vx
n�kx

m ĝ
 =� d3k

�2��3vx
n�kx

m ĝ = �− 1�m� d3k

�2��3 ĝ�kx

mvx
n

= � �− 1�m

Mm

n!

�n − m�!
ĝ�n−m� if n � m

0 if n  m
�

and defining moments of the Green’s function ĝ

ĝ�n� = − e� d3k

�2��3vx
nĝ . �40�

The first two momenta are ĝ�0�= n̂ and ĝ�1�= ĵ, obviously. The
kinetic Eq. �29� turns into an infinite hierarchy of equations
relating these moments. It is nevertheless possible to find an
analytical solution to these equations in form of a systematic
series expansion in the function q�x�. As we will show be-
low, it is then possible to truncate the hierarchy by setting
ĝ�5�=0 in order to calculate the domain-wall resistance. The
first two of these equations are reminiscent of spin-charge

continuity and diffusion equations and take the explicit form

�= n� + �= j� = O�q� , �41�

�= �j� + D= � n�� = O�q� , �42�

where we defined the derivative �= , modified by the SU�2�
gauge transformation �see Eq. �37��,

�= � 1= � + qM= x � 1= � +
i

2
q�

0 0 1 − 1

0 0 − 1 1

1 − 1 0 0

− 1 1 0 0
� . �43�

The right-hand sides of these equations include important
contributions that are due to modification of various trans-
port properties in presence of a magnetization gradient like
the change in the density of states which enters the collision
integrals. Thus, the right-hand side vanishes as q→0. Their
explicit form along with the equations for ĝ�2�, etc. are rather
lengthy and not needed for our following discussion. Further
details can be found in the appendix in Eqs. �A17�–�A25�.

The various scattering rates associated with momentum
relaxation �= and spin-flip/-dephasing �= are most conve-
niently expressed, introducing the parameters � ,� and  , in
the following way:

�= = diag�� j
� + i�,� j

� − i�,� j
↑,� j

↓�

= � j
� diag�1 +

i

�
,1 −

i

�
,1 + �,1 − �� ,

�= =�
�n

� + i� 0 0 0

0 �n
� − i� 0 0

0 0 �n
↑ − �n

↓

0 0 − �n
↑ �n

↓
�

= �n
��

1 +
i

 �
0 0 0

0 1 −
i

 �
0 0

0 0
1

2
�1 − P�� −

1

2
�1 + P��

0 0 −
1

2
�1 − P��

1

2
�1 + P��

� .

Spin precession is incorporated as well and manifests itself
as an imaginary part in the entries of the transverse subspace
of �= and �= .

In terms of the parameters of our specific model, the vari-
ous scattering parameters take the form

� =
� j

�

�
=

2���↑ + �↓�
2�

���i� + �
�m� + 2��

�m�� ,

 =
�n

�

� j
� = 2

�
�m� + ��

�m�

��i� + �
�m� + 2��

�m� ,
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� = P
��i� + �

�m� − 2��
�m�

��i� + �
�m� + 2��

�m� = P�1 −  �� ,

� =
2��

�m�

�
�m� + ��

�m� . �44�

� measures the ratio of momentum relaxation rate to ex-
change splitting �,  denotes the transverse spin-dephasing
strength and � can be considered as scattering asymmetry
parameter while � is the strength of spin-flip scattering.

Of course, the parameter � carries an implicit dependency
on the exchange splitting � entering through the polarization
parameter

P��̃� =
�̃

1 + �1 − �̃2
, �45�

expressed here by the dimensionless exchange splitting �̃

� �

2EF
. Within our specific model of impurity scattering, �

= P�1− �� is not independent of the other parameters. It is
worth mentioning that this specific form of � has to be em-
ployed in order to guarantee for a consistent treatment of the
gradient corrections in the collision integral.

Furthermore, the matrix of diffusion constants reads

D= = diag��D�

� + i
,
�D�

� − i
,D↑,D↓�

= D� diag� �

� + i
,

�

� − i
,
1 + �̃

1 + �
,
1 − �̃

1 − �
� , �46�

where we introduced D�=
2EF

3M
1
� j

� = 1
3vF

2 1
� j

� . Transverse spin ex-
citations are also subject to precession as they diffuse which
results in the complex values of the effective transverse dif-
fusion constants.

Finally, let us stress that the reason for the inclusion of the
moments up to ĝ�4� lies in the fact that in our regime of
investigation the precession length lprec�2�

vF
�3� is, besides

the Fermi length, the smallest length scale in the system. As
can be seen from the Eq. �51�, lprec describes the period of
oscillation of transverse spin excitations. In the diffusive ap-
proximation, as for example used by Bergeret et al.,23 the
scattering mean-free path ls is the smallest length scale in the
system �besides the Fermi wavelength� and not lprec. Hence,
it is possible to truncate the hierarchy of equations already
by ĝ�3�=0, which results in only two equations that are just
the spin-charge continuity and diffusion equation. The latter
is obtained by plugging the equation for ĝ�2� into the equation
for ĝ�1� �see also Appendix , for more details�.

C. Solving the hierarchy of equations

We eliminate the higher order moments ĝ�n�1� by itera-
tively substituting the equations into each other, carefully
keeping terms that contribute up to order q2. We find a dif-
ferential equation for the vector of quasiparticle excitations n�
of the form

��= − D= �2�n� = W= �q�n� , �47�

where the differential operator W= �q� vanishes for q→0 and
contains all possible terms up to order q2. In the homoge-
neous �q=0� and collinear case, Eq. �47� corresponds to the
transport equation used by Valet and Fert.46 Let us stress that
n� represents the unscreened spin-charge density excitations,
while the true, screened quantity n� �s� is, according to Eq.
�31�,

n↑,↓
�s� �x� = n↑,↓�x� − �↑,↓�x�e2��x� . �48�

Here, spin excitations are not screened since our model does
not include a spin-dependent interaction.

Generally, W= �q� contains terms of the form Y= ijk�
iq� jq�k,

Y= ij�
iq� j, and Y= i�

i, where the order of q and � is crucial, since
� acts on everything to its right. The constant matrices Y= that

depend on our set of parameters, �̃ ,� , ,� can be obtained in
a straightforward manner from Eqs. �A17�–�A21� by collect-
ing all terms associated with the corresponding factor
�iq� jq�k. Restricted to terms that contribute to DWR, its ex-
plicit form �see Eq. �A23�� is given in the appendix.

Since we have a perturbative treatment in q in mind, we
determine the Green’s function of Eq. �47�

��= − D= �2�G= �x� = 1=��x� . �49�

Separated into longitudinal �l� and transverse �t� subspace,
the Green’s function is

G= �x� = �G� tt�x� 0

0 G� ll�x�
� ,

G� ll�x� = H� e−�x�/! + K�
�x�
!

, �50�

G� tt�x� = � f�x� 0

0 f��x�
� ,

f�x� =
� + i

�D�

i

2k
eik�x�,

k2 = � 2�

lprec
�2

�1 − i���1 − i� � . �51�

Matrices in the 2	2 subspaces are denoted by a single un-
derbar as compared to the double underbar which indicates a
4	4 matrix. The index l and t refers to longitudinal and
transverse components, respectively, so that for example

W= = �W� tt W� tl

W� lt W� ll
� .

The longitudinal component G� ll consists of two contribu-
tions. The first term of G� ll describes spatial damping of spin-
up/down nonequilibrium excitations which manifests itself in
the characteristic exponential decay on the spin-diffusion
length,
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1

!2 �
�n

↑

D↑
+

�n
↓

D↓
. �52�

The second term of G� ll describes the linear behavior of the
chemical potential in a homogeneous system in the absence
of a magnetization gradient. The two tensors

H� =
1

2

!3

�D↑D↓�2� D↓
2�n

↑ − D↓D↑�n
↓

− D↓D↑�n
↑ D↑

2�n
↓ � , �53�

K� = −
1

2

!3

D↑D↓
��n

↓ �n
↓

�n
↑ �n

↑ � , �54�

obey the useful identities

�� llK� = 0, �55�

��� ll −
1

!2D� ll�H� = 0, �56�

2

!
D� ll�H� − K� � = 1= , �57�

which can be invoked to easily verify that the longitudinal
Green’s function G� ll�x� in fact fulfills Eq. �49�. The real part
of the complex wave vector k describes the precession of
transverse nonequilibrium spin excitations while its imagi-
nary part is the damping due to dephasing mechanisms.
Therefore, the root of k has to be chosen such that is has a
positive imaginary part.

In the following, we restrict ourselves to the regime �
�1, viz. a momentum relaxation rate much smaller than the
exchange splitting. Again, since leading order correction
term turns out to be of order q2, we drop any terms of higher
order than that. Later, we will see that this restricts the va-
lidity of the result for the DWR to domain-wall lengths
larger than the spin-precession length lprec.

In this regime, the transverse oscillations are very rapid
on the scale of the magnetization gradient. Therefore, it is
suitable to eliminate the transverse degrees of freedom by
first splitting the equation of motion �47� for n� into trans-
verse and longitudinal parts,

��= − D= �2�ttn� t = W� tln� l + W� ttn� t , �58�

��= − D= �2�lln� l = W� lln� l + W� ltn� t , �59�

and writing down the formal solution for the transverse com-
ponent

n� t�x� = �
−�

�

dx�G� tt�x − x���W� tln� l�x�� + W� ttn� t�x��� . �60�

In the limit ��1, G� tt�x�� varies on a scale determined by
2�
k = lprec which is much smaller than other length scales of

interest, which are variation of m and the external electric
field. In particular, for the length of the domain wall, w
" lprec. Thus, to leading order in �, we can consider G� tt as a
representation of the Dirac �-function and perform the inte-
gration. We obtain

n� t�x� = F� �W� tln� l�x� + W� ttn� t�x�� . �61�

Here we introduced the spatially integrated transverse
Green’s function,

F� = �
−�

�

dxG� tt�x� = �F 0

0 F� � , �62�

where

F =
1

�n
�

� 

� + i
� − i

1

�n
�� = − i

1

�
. �63�

Note that F� simply corresponds to the inverse of the trans-
verse part of �= , a fact which becomes clear by noting that our
approximation corresponds to the neglect of the transverse
diffusion term.

Additionally, we only need to keep the first term of �61�
since the backaction on the transverse dynamics, represented
by the second term, appears only in higher orders in q and �.
Explicitly, this is expressed by the fact that to leading order
in q, W= tt vanishes, so that

n� t�x� = F� W� tln� l�x� + F� W� ttF� W� tln� l�x� + . . . = F� W� tln� l�x� + O��3� .

�64�

Putting this result back into the equation for the longitudinal
dynamics yields the formal solution,

n� l�x� = �
−�

�

dx�G� ll�x� − x� 	 �W� lln�1�x�� + W� ltF� W� tln�1�x��� .

�65�

The boundary condition �34� for the left and right side of the
contact reads

n��� L

2
� = e2��� L

2
��0,0,�↑,�↓� . �66�

The zeroth order solution with externally applied bias volt-
age V, that satisfies this boundary condition, is simply found
to be

n� �0��x� = − e2Ex�0,0,�↑,�↓� , �67�

where E= V
L is the constant external electric field in absence

of the wall.
Substituting n� �0��x� into the right-hand side of the solution

�65� yields the second order correction in q, n� �2��x�. Due to
charge-current conservation, the current flowing through the
contact is still determined by n� �0� because �n� �2��x� is taken to
vanish at the boundaries by assuming that the contact is long
enough for any finite size effects to become negligible, i.e.,
L"!. In this regime, the exponential term in the longitudinal
Green’s function �50� can be neglected which means that
spin accumulation has faded near the reservoirs. Then, the
current can be deduced directly from Eqs. �67�, unaffected
by the correction n� �2�. Explicitly, this current reads
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j��0� = − D= � n� �0� = �0,0,
↑,
↓�E , �68�

where the spin-resolved Drude conductivity of majority and
minority spin channels is given as usually by 
↑,↓
=e2�↑,↓D↑,↓.

However, n� �2��x� has an additional potential drop that is
extracted from the asymptotic behavior and that stems from
the second term in G� ll�x�,

�0e2�V = nc
�2��x → + �� − nc

�2��x → − �� = 2nc
�2��x → �� .

�69�

Here, we used that the charge component nc=n↑+n↓ and the
second equality is due to symmetry of the contact. Keeping
the current constant, the presence of the wall implies a
change in the externally applied potential, which directly
translates into a relative change in resistance. Hence, we de-
fine the DWR

�#DW �
#DW − #0

#0
=
�V

V
=

2nc
�2��x → ��

nc
�0��+ L/2� − nc

�0��− L/2�
.

�70�

Of course, due to the perturbative nature of our treatment, the
correction n�2� has to be always smaller than n�0�. Since it
turns out that

n� �2��x → ��� = �#DWn� �0��� L

2
� �71�

this condition is equivalent to �#DW�1 which is always the
case.

D. Results

The correction to domain-wall resistance up to order q2

= ��m�x��2 takes the form

�#DW �
#DW − #0

#0
=

1

3

EDW

EF
f��̃,�, ,�� �72�

where analogously to Ref. 19, we use the domain-wall en-
ergy defined by

EDW =
�2

2M

1

L
�

−L/2

+L/2

q2�x�dx =
�2

2M

C

wL
. �73�

The constant C of order unity depends on the specific form
of the wall and we find the geometric scaling to be 1 /wL.
For the domain-wall profile of Eq. �39� we obtain C=2. The
scaling with 1 /wL can be easily understood by realizing that
corrections to the resistance arising from a gradient q yield
the behavior �#DW�q2�

1
w2 . Due to physical reasons there

cannot be a corrections linear in q since the result should not
depend on the sign of q, i.e., the sense of rotation of m. Since
the total length of the contact is L and the domain wall con-
stitutes only a fraction w /L, the correction for the whole
contact should indeed be �g�1 /wL.

A thorough investigation of the whole hierarchy of equa-
tions reveals that the result obtained for �#DW is valid for
wall lengths much larger than the spin-precession length, w
" lprec. The mathematical reason for this condition is, that,
even though in the vicinity of the domain wall, the detailed
profile of the quasiparticle excitations n�2��x� depends on the
whole hierarchy of equations �unless w" lsd, with the trans-
verse spin-diffusion length lsd

2 �D� /�n
��, the asymptotic be-

havior of the correction n�2��x�, is not affected by higher
order contributions of the multipole expansion. And in situ-
ations, in which finite size effects from the contact geometry
are negligible, �#DW is solely determined by these asymptot-
ics. In short, to obtain the asymptotics, and thus the desired
result valid up to order q2, we need to take into account
contributions up to g� �4�.

Up to order �2, the final expression for f can be split into
three parts,

f��̃,�, ,�� =
f0��̃,�� +  f ��̃,�� + � f���̃,��

�̃2�1 − �2��1 + P��̃ − �� − ��̃�
, �74�

that take the explicit form

f0��̃,��

=
5�2��̃ − 2P� + �̃2��̃ − P�� + �̃��13�̃���̃ − �2 − 1� − 10�̃ + 8�� − P�̃��19���̃ − 1 − �2�̃2� + 9��̃2 − 3� + 4�2�1 + 2�̃2��

10�̃

f ��̃,�� =
− �1 − �2��̃�1 − �̃2� + 2P�1 − ��̃��1 − 2��̃ + �̃2�

�̃
,

f���̃,�� =
��̃ − ��2 − ��̃���8P − 4�̃ + P�− 7 + P2��̃2 + 2�̃3�

4�1 − �̃2�
. �75�
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Let us reconsider the assumptions made during the deriva-
tion of result �72�, ��1 and w" lprec along with Eq. �2�. The
former can be rewritten as ls" lprec where ls denotes the scat-
tering mean free path. This in fact implies that lprec is, be-
sides the Fermi length, the smallest length scale in the sys-
tem. Note that no assumption was made on the relation
between ls and the length of the domain wall. However, we
made the assumption of a diffusive contact which implies
that L" ls.

For completeness, let us also specify the leading order
correction to the longitudinal current component,

j�l
�2� = − e�js

�2�,− js
�2�� ,

js
�2��x� = eED��0

1

3

Eq�x�
EF

g��̃,�, ,�� , �76�

which, in contrast to �#DW, is only valid for w" lsd. Obvi-
ously, due to conservation of charge current, this correction
constitutes a pure spin current, js

�2��x�. The x dependence is
inherited trivially from Eq�x�= q2�x�

2M .

1. Quasiclassical Regime �̃™1

Let us first investigate the limit ��EF, commonly re-
ferred to as the quasiclassical regime. However, due to the

restrictions imposed upon lprec and discussed above, �̃ cannot
become arbitrarily small. In this regime, corrections to the
electron density of states play no role and the density of
states can be considered constant. Also, it turns out that gra-
dient corrections to the self-energies play no role so that only
the contribution from impurity scattering remains. We find in
this limiting case

f��̃,�, ,�� =
�2

1 − �2�4

5
+  � 1

�̃2
, �77�

with the scattering asymmetry parameter � as well as spin-
dephasing strength  . This result shows the strong enhance-
ment by scattering asymmetry as already noted in previous

works.19 It also displays the same �̃ dependency already
found in various other works. Clearly, this result is due to
different conductivities in the two spin channels which are
mixed in regions of nonvanishing magnetization gradient q.
A spin-up electron incident on a domain wall attains a spin-
down component since electron spin direction does not in-
stantaneously follow the local magnetization direction m
�known as spin mistracking�. Since the electronic spectrum
plays no role in this limit, any asymmetry in the conductivity
of the two channels is due to the scattering asymmetry �,
thus, there is no DWR as �→0.

Comparing this result with the works,18–20 we find in this
limit, besides  , a different numerical prefactor. Adopting to
our notation, they have f = 9

5
�2

1−�2
1

�̃2
. To fathom this discrep-

ancy, we stress that the specific form of the longitudinal
Green’s function G� ll�x� is a result of the presence of spin-flip
processes. In absence on these processes �which is the case
in aforementioned works�, the spin-diffusion length diverges,
so that properly performing this limit yields the longitudinal

Green’s function G� ll�x�=H= e−�x�/!+K= �x�
! → �K= −H= � �x�

! , which
produces qualitatively different results. This additional con-
tribution persists arbitrarily far away from the domain wall
and leads to a different result for �#DW. Calculating then the
DWR in the quasiclassical limit, we find that it is still
smaller by a factor of 2 as compared to the result in.19 Nev-
ertheless, this shows that spin-flip processes are crucial and
cannot be ignored, since the absence of the latter leads to
spin accumulation that does not decay even infinitely far
away from the domain wall and thus yields an additional
contribution to the DWR.

Concerning the work of Levy and Zhang,17 the main critic
has been mentioned in the introduction. Even restricting our-
selves to the quasiclassical regime, the use of a system con-
sisting of an infinite spin-spiral the inclusion of only up to
p-wave component and the lack of terms due to gauge trans-
formation can be invoked to explain the discrepancy to our
fully microscopic results.

There is still the question about how small �̃ can become,
since, clearly, the limiting factor appearing in the expressions

is 1 / �̃2. However since, within our specific model,

� � P��̃� =
�̃

2
+ O��̃�3,

there is no problem concerning �#DW, because then �̃2 can-

cels out. For the current, only �̃ cancels, but there is another
constriction leading to Eq�� which again stems from the
requirement that lprec is smaller than the scale of the magne-
tization gradient. Hence again, we will not get into trouble.
This remains a problem in the work of Brataas and
co-workers,19 since there, the impurity scattering times are
introduced phenomenologically and thus, in their scenario no
restriction is placed upon �.

2. Arbitrary �̃1

Let us now have a closer look at the behavior in the whole

range of valid values for �̃. In this regime, the gradient cor-
rections in the collision integral become important and so is
the influence of the magnetization gradient on the electronic
structure, viz., the density of states.

In the half-metallic limit the spin-flip length becomes ar-

bitrarily small, since !→0 as �̃→1. Writing �=EF−�2 and
owing to the condition that no length should exceed the pre-
cession length lprec�!, we obtain the requirement that

�2

��1−�� "�n
�� j

�. However, this is not a big restriction consid-
ering our assumption that scattering is weak, so that
� j

� ,�n
��EF.

Note that within our model of impurity scattering we have
only two independent parameters. A convenient choice is to
vary  and � independently, so that �= P�1− �� is fixed. �
can be also regarded as magnetic scattering asymmetry pa-
rameter since we have �=0 for ��

�m�=0, �=1 for �
�m�=��

�m�

and �=2 for �
�m�=0. For various values of  and �, the DWR

is shown in Fig. 2 and the corresponding change of the spin
current in the contact is depicted in Fig. 3.

We can see that the DWR does not vary strongly with �
when this parameter is small and decreases monotonously as
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� increases even to the point where the DWR can become
negative as one approaches the half-metallic regime. The lat-
ter happens only if ��

�m��0, i.e., in the case of nonvanishing
spin-flip scattering between the two bands. Also, the
magnetization-gradient-induced longitudinal spin-current
�c.f. Fig. 3� displays a qualitative difference between the
cases where ��

�m� vanishes an where it does not. This clearly
is a band structure effect and we find that this also requires to
include corrections to the collision integral. It turns out that
the presence of a magnetization gradient modifies the density
of states so that there are corrections of order q2 to the scat-
tering rates that decrease the momentum relaxation rate and
thus, a reduction in resistivity. In fact, the density of states
for the minority spin channel strongly decreases as one ap-

proaches �̃→1. Furthermore, we find that the neglect of said
corrections leads to a monotonic increase of the DWR with
increasing � as opposed to the present result. As a side note,
we remark that it is important to include corrections to the
collision integral up to the same order as in the approxima-
tion of the transport part of the kinetic equation for the cal-

culation to be consistent. Finally, predictions for a given ma-
terial would require realistic band structure calculations, but
the present calculations demonstrate the possibility to have a
negative DWR.

Let us finally compare our approach to the one of Brataas
et al.19 by temporarily excluding spin-flip processes. In that
case, we obtain for the domain-wall resistance a strictly
monotonic increase with �̃ compatible to the findings of
Brataas et al., in particular, there is no negative DWR. An-
other puzzling fact appears, when we let the difference in
momentum scattering rates vanish, by setting �=0 in our
result �let us assume for a moment that � is an independent
phenomenological parameter�, corresponding to �↑=�↓ in the
result of Brataas et al.19 We find

f��̃,� = 0, = 0,� = 0� =
�̃3�2 + �̃2� − P�4 + �̃2�

2�̃�1 + P�̃�
= −

3

16
�̃2

+ O��̃�4, �78�

which yields an overall leading order term proportional to
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0.8
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ξ = .4
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�
∆̃, γ, ξ, κ

�

∆̃ = ∆
2EF

FIG. 2. �Color online�
Domain-wall resistance �#DW

= 1
3

EDW

EF
f��̃ ,� , ,�� as a function of

exchange splitting � for various

values of  �
�n

�

� j
� , the ratio of

spin-dephasing rate and momen-
tum relaxation rate and denotes
the transverse spin-dephasing
strength. EDW= �2

2M
2

wL is the
domain-wall energy. �=1 implies
spin-isotropic magnetic scattering
of strength �

�m�=��
�m� �dotted

lines�, while �=2 means �
�m�=0

�normal lines� and �=0 is the case
of ��

�m�=0 �dashed lines�. �= P�1
− �� is the scattering asymmetry
parameter and is not an indepen-
dent parameter in our model.
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FIG. 3. �Color online� Addi-
tional magnetization-gradient-
induced flow of longitudinal
spin-current inside the domain
wall where Eq�x�= q2�x�

2M does not
vanish, so that js

�2��x�
=eED��0

1
3

Eq�x�
EF

g��̃ ,� , ,��. Note

that the divergence for �̃→0
poses no problem, as discussed
above. The magnetic scattering
parameters are identical to Fig. 2.
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�̃2. In contrast the result of Brataas et al. yields a constant
contribution in that limit: �#W= 3

4
EDW

EF
. Interestingly, exclu-

sion of spin-flip processes in our approach yields a result

with the same asymptotics, i.e., f̃��̃ ,�=0, =0,�=0�= 3
4

+O��̃�2. Unsurprisingly, the results still do not coincide ex-
actly, since we used the fully microscopic collision integral
in our approach and corrections to the electronic structure are
already present in this order.

IV. CONCLUSION AND OUTLOOK

We have calculated the domain-wall resistance of a Bloch
wall situated in a wire of quasi-one-dimensional geometry.
The current flow is perpendicular to the wall. We assumed
that any spin accumulation has decayed at the contact ends,
thus neglecting any finite size effects. Going toward the half-
metallic regime, our calculations show the existence of a
negative DWR in the presence of nonmagnetic scattering
giving rise to spin-flip scattering. This possibility to obtain a
negative DWR is a band structure effect. Disagreement is
found when comparing our results to various previous works
on DWR. We believe these discrepancies seemingly arise, on
the one hand, from the neglection of spin-flip processes and,
on the other hand, from the different approaches to include
impurity scattering. While we use a fully microscopic ap-
proach for scattering, reflected in the full form of the colli-
sion integral �30� with gradient corrections and modification
of the electronic structure properly taken into account, other
works introduced momentum scattering rates phenomeno-
logically.

To summarize, we have derived fully microscopic equa-
tion for the spin transport in non collinear magnetization
textures. Our approach takes impurity scattering and spin-flip
scattering into account on the Hamiltonian level. This paves
the way to treat more complex magnetic textures and derive
microscopic expression for the domain-wall-induced resis-
tance.

All previous works dealing with DWR in the limit of wide
walls obtain results that depend in a similar way on the mi-
croscopic parameters, that is, the DWR is C�2 where C is a
dimensionless prefactor and �=

�vF

�w is the spin mistracking
angle. Hence, every theory predicts this sort of dependency,
but with different proportionality factors, both in value and
sign. This factor C however contains information about the
scattering and DOS of the two spin channels and can depend
in a complex manner on these properties. The most simple
one is due to a model by Levy and Zhang17 where C simply
depends on the ratio of resistivities for spin-up and spin-
down channels.

We did not take into account the possibility of magnetic
moment softening, i.e., the reduction of magnetic moment
within the domain wall. This effect is most prominent in very
sharp domain walls where canting of adjacent spin is large so
that the noncollinear spin states hybridize which in turn leads
to a reduction in the absolute value of the magnetic moment.
As shown in Ref. 20, a reduction of the magnetic moment
can lead to a negative DWR.

Finally, effects due to geometric confinement have not
been considered, for example, surface scattering might be-

come important. Also, the magnetization profile can be more
complicated and might lead to eddy currents in the vicinity
of the domain wall which might be relevant for interpretation
of experimental results on the DWR in thin nanowires.
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APPENDIX: DETAILS ON DERIVING THE HIERARCHY
OF EQUATIONS

We start out with the kinetic Eq. �29� and �30� by taking
�−e�	vx

n�29�
 and by introducing

ĝ�n� = �− e�	vx
nĝ
 = �− e�� d3k

�2��3vx
nĝ ,

â�n� = 	vx
nÂ
 =� d3k

�2��3vx
nÂ .

Afterward, employing an expansion of �=ei/2���x��kx
−��kx

��x��1
+ i

2 �¯ �− 1
8 �¯ �2 and making use of relation �40�, we obtain

�vx
n i

2
� f̂�x� �, ĝ�x,k��� =

i

2
� f̂ , ĝ�n�� +

n

2M

1

2
�� f̂ , ĝ�n−1��

−
n�n − 1�

8M2

i

2
��2 f̂ , ĝ�n−2�� , �A1�

�vx
n1

2
� f̂�x� �, ĝ�x,k��� =

1

2
� f̂ , ĝ�n�� −

n

2M

i

2
�� f̂ , ĝ�n−1��

−
n�n − 1�

8M2

1

2
��2 f̂ , ĝ�n−2�� , �A2�

where we are able to truncate the series since our treatment
includes only terms up to order q2 and subsequent terms
would contribute only to higher orders.

This yields the following equation:

� ĝ�n+1� − �
i

2
�m�̂, ĝ�n�� −

�n

2M

1

2
��m�̂, ĝ�n−1��

+
�n�n − 1�

8M2

i

2
��2m�̂, ĝ�n−2�� −

n

M
�����ĝ�n−1�

=
1

2
�â�n�,�̂

=
ĝ�0�� −

1

2
��̂
=
â�0�, ĝ�n�� +

n

2M

i

2
��â�n−1�,��̂

=
ĝ�0��

+ ���̂
=
â�0�, ĝ�n−1��� −

n�n − 1�
8M2

1

2
��â�n−2�,�2�̂

=
ĝ�0��

− ��2�̂
=
â�0�, ĝ�n−2��� , �A3�

where the action of �̂
=

is defined as
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�̂
=
X̂ = ���i� + Tr �

=

�m���X̂ −  �x�̂ −  x��̂� =
� j

�

2��0
�X̂ −  �x�̂

−  x��̂�

and we write x =Tr�m�̂X̂�m and x�=Tr��̂X̂�−x, so that the
total impurity self-energy, consisting of spin-isotropic and
magnetic parts, Eqs. �13� and �14�, simply becomes

�̌ = �̌i + �̌mag =� d3k

�2��3 �̂= Ǧ . �A4�

We also need to know the spectral density â�n� up to order q2.
We find for even and odd moments, respectively,

â�2n� = 2���0
�n�1̂ + �s

�n�m�̂� + 2���0
�n�1̂ + �s

�n�m�̂���m�2

+ 2���
�n���2m���̂ ,

â�2n+1� = 2���
�n�m 	 �m�̂ , �A5�

where ��2m�� denotes that we only take the component per-
pendicular to m. The coefficients for a d=3 dimensional
electron gas are given by

��
�n� =

1

2
� 2

�
�s

�n+1� − �0�
�n+1�� ,

��
�n� = −

1

�
��

�n� −
2n�2n − 1�

8M2 �s
�n−1�,

�0
�n� = −

2n − 1

4M
��

�n−1� +
2n − 1

M
�0

�n−1���

q2 ,

�s
�n� = −

1

2�
��

�n� −
2n − 1

8M
�s

�n−1��1 −
8M

q2 ��� ,

using the definitions

�0
�n���� =

1

2
��↑

�n���� + �↓
�n����� ,

�s
�n���� =

1

2
��↑

�n���� − �↓
�n����� ,

�↑,↓
�n���� =

�↑,↓���
1 + 2n

� 2

M
���

�

2
��n

.

�↑,↓ specified without any argument implies that we take its

value at the Fermi level, i.e., more specifically �↑,↓
�n�

��↑,↓
�n��EF�.

The chemical potential �� is obtained from the condition
that

�
−�

+� d�

2�
fD���Tr�â�0���� − â�0�����q=0�

= �
−�

+�

d�fD���2�0
�0�q2 = �

−�

+�

d�fD���
2

M
�1

4
��

�−1�q2

− �0
�−1���� =

1

2
��

�0�q2 + 2�0
�0���=! 0, �A6�

since in the zero-temperature approximation

�
−�

+�

d�fD����↑,↓
�n���� = �EF

d��↑,↓
�n���� =

M

2n + 1
�↑,↓

�n+1�.

Therefore, we immediately arrive at

�� = −
1

4�0
�0�q

2��
�0� =

q2

2M

1

4
�1 −

2

�

M�s
�1�

�0
�0� � , �A7�

which yields Eq. �22�, once we plug in all definitions and by
noting that �0

�0�=�0, �s
�0�= P�0 and �s

�1�=
�0

3M �2PEF+��. Sub-
stituting �� back into the expressions for �, we can now
write

�0
�n� = −

2n − 1

4M
��

�n−1� −
�0�

�n�

4�0
�0���

�0�,

�s
�n� = −

1

2�
��

�n� −
1

4�

�s
�1�

�0
�0��s�

�n�.

Later, we will also need

�̂
=
â�0� = �̂

=
â0

�0� + �̂
=
âq

�0� → � j
��1̂ + P�1 −  ��m�̂� +

� j
�

�0
��0

�0�1̂

+ �s
�0��1 −  ��m�̂�q2 +

� j
�

�0
��

�0��1 −  ���2m���̂ ,

where we write â0
�0� to indicate that we take the zeroth order

in q only and accordingly, âq
�0� contains all corrections to the

density of states due to a magnetization gradient.
Next, we will change the 2	2 spin-matrix representation

to the 4	4 matrix representation in the basis introduced
above, �+,−, ↑ ,↓�. This change of basis implies a local ro-
tation of the basis in spin space to align the magnetization
direction m along the new z axis, which corresponds to the
gauge transformation introduced above. The various vectors
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we will encounter in the following derivation transform in
the following manner:

m�̂ → 
̂z,

�m�̂ → q
̂y ,

m 	 �m → − q
x,

�2m�̂ = ��2m���̂ + �m�2m�m�̂ → ��q�
̂y − q2
̂z,

and we note that −m�2m= ��m�2=q2. In the following, we
specify substitution rules that perform this transformation:

i

2
�
̂i, n̂� → M= in� ,

1

2
�
̂i, n̂� → K= in� , �A8�

where

M= x =
i

2�
0 0 1 − 1

0 0 − 1 1

1 − 1 0 0

− 1 1 0 0
� M= y =

1

2�
0 0 − 1 1

0 0 − 1 1

1 1 0 0

− 1 − 1 0 0
� M= z =�

− i 0 0 0

0 i 0 0

0 0 0 0

0 0 0 0
�

K= x =
1

2�
0 0 1 1

0 0 1 1

1 1 0 0

1 1 0 0
� K= y =

i

2�
0 0 1 1

0 0 − 1 − 1

− 1 1 0 0

− 1 1 0 0
� K= z =�

0 0 0 0

0 0 0 0

0 0 1 0

0 0 0 − 1
�

constitute matrices in �+,−, ↑ ,↓� representation. The action
of �̂

=
turns into

�̂
=
n̂ →

� j
�

2��0
�
=
n�

with the matrix

�
=

= 1= +  �
− 1 0 0 0

0 − 1 0 0

0 0 −
�

2

�

2

0 0
�

2
−
�

2

� .

As a consequence of the gauge transformation, the derivative
transforms into

� → �= � 1= � + qM= x.

Now with these rules at hand, the change of representation is
straightforward and we obtain

�=g� �n+1� + �= g� �n� = $= 0
�n�g� �0� + $= q

�n�g� �0� − �= q
�n�g� �n� + %

=1
�n�g� �n−1�

+ %
=2

�n�g� �n−2�, �A9�

where zeroth order relaxation and precession terms are

1

2
��̂
=
â0

�0�, ĝ�n�� − �
i

2
�m�̂, ĝ�n�� → �� j

��1= + P�1 −  ��K= z�

− �M= z�g� �n� � �= g� �n�

�A10�

and magnetization-gradient correction to relaxation rates
yield

1

2
��̂
=
âq

�0�, ĝ�n�� →
� j

�

�0
�q2�0

�0�1= + q2�s
�0��1 −  ��K= z + ��q���

�0��1

−  �K= y�g� �n� � �= q
�n�g� �n�. �A11�

Corrections that depend on lower moments g� �n� in the hier-
archy read explicitly

�n

2M

1

2
��m�̂, ĝ�n−1�� +

n

M
�����ĝ�n−1� +

n

2M

i

2
���̂
=
â�0�, ĝ�n−1��

→ �q
�n

2M
K= y +

n

M
�����1= + q

n

2M
� j

��M= y�g� �n−1�

� %
=1

�n�g� �n−1� �A12�

and

ELECTRONIC TRANSPORT IN FERROMAGNETIC… PHYSICAL REVIEW B 80, 104435 �2009�

104435-15



−
�n�n − 1�

8M2

i

2
��2m�̂, ĝ�n−2�� +

n�n − 1�
8M2

1

2
��2�̂

=
â�0�, ĝ�n−2��

→
n�n − 1�

8M2 ���q2M= z − ��q�M= y� − � j
���q2K= z

− ��q�K= y��g� �n−2� � %
=2

�n�g� �n−2�. �A13�

Furthermore, we have source terms appearing in the equa-
tion, whereof the zeroth order term simply is

1

2
�â0

�2n�,�̂
=
ĝ�0�� →

� j
�

�0
��0

�n�1= + �s
�n�K= z��=g� �0� � $= 0

�2n�g� �0�

�A14�

for even indices and $= 0
�2n+1�=0 for odd indices. The corre-

sponding gradient corrections are, for even indices

1

2
�âq

�2n�,�̂
=
ĝ�0�� +

2n

2M

i

2
�â�2n−1�,��̂

=
ĝ�0��

−
2n�2n − 1�

8M2

1

2
�â�2n−2�,�2�̂

=
ĝ�0�� →

� j
�

�0
�q2�0

�n�1=

+ q2�s
�n�K= z + ��q���

�n�K= y − q
2n

2M
��

�n−1�M= x�=

−
2n�2n − 1�

8M2 ��0
�n−1�1= + �s

�n−1�K= z��= 2��=g� �0� � $= q
�2n�g� �0�.

�A15�

and for odd indices

1

2
�âq

�2n+1�,�̂
=
ĝ�0�� +

2n + 1

2M

i

2
�â�2n�,��̂

=
ĝ�0�� →

� j
�

�0
�− q��

�n�K= x

+
2n + 1

2M
�s

�n�M= z�=��=g� �0� � $= q
�2n+1�g� �0�. �A16�

For our purpose, we only need the first five equations, since,
as stated previously, in our regime of investigation we need
to know only up to ĝ�4�. Explicitly, these equations read

�= j� + ��= − $= 0
�0��n� = �$= q

�0� − �= q
�0��n� , �A17�

�=S� + �= j� = $= q
�1�n� − �= q

�1�j� + %
=1

�1�n� , �A18�

�=T� + �= S� − $= 0
�0�n� = $= q

�2�n� − �= q
�2�S� + %

=1
�2�j� + %

=2
�2�n� ,

�A19�

�=U� + �= T� = $= q
�3�n� + %

=1
�3�S� + O�q3� , �A20�

�= U� − $= 0
�4�n� = O�q� , �A21�

where we defined n� =g� �0�, j�=g� �1�, S� =g� �2�, T� =g� �3�, and U�
=g� �4�. Here, we already dropped terms that would only con-
tribute to higher orders than q2. Note that �=�= −$= 0

�0�.
Our aim is to obtain a differential equation of the form

�47�.

��= − D= �2�n� = W= �q�n� , �A22�

where

W= �q� = Y= q�q � + Y= �q � q + Y= �qq� � q2 � + Y= q�q�q � q �

+ Y= �q�q � q � q . �A23�

To achieve this, we unite the set of Eqs. �A17�–�A21� itera-
tively by eliminating every moment except n� . We do this
order by order in q ,� and in the following, we give only
terms that are relevant to our result. The zeroth order is sim-
ply S�0�=�= −1$= 0

�2�n� and U� 0=�= −1$= 0
�4�n� while the odd moments

j� ,T� vanish as q ,�→0. S�0, when plugged into Eq. �A18� will
yield a term that resembles a diffusion term, but will not yet
be of the desired form as given by Eq. �46�. In order to
transform the diffusion term into the form which permits
convenient solution of the differential equation, we will mul-
tiply Eq. �A22� to the left with �= A= and then subtract it from
the Eq. �A19� which provides S� . We thus obtain a new S�0
= ��= −1$= 0

�2�+A= �= �n� with the choice of A= determined by the

condition that S�0=!�= D= n� which in turn translates into

A= = ��= D= − �= −1$= 0
�2���= −1 �A24�

and, since �= is singular in longitudinal subspace as it pos-
sesses one vanishing eigenvalue, �= −1 has to be considered as
the pseudo inverse.

In order to obtain the form reminiscent of the spin-charge
diffusion equation �41�, we rewrite Eq. �A18�.

�= �j� + D= � n�� = �= D= � n� − �=S� + $= q
�1�n� − �= q

�1�j� + %
=1

�1�n� ,

�A25�

where now the right-hand side of this equation is of order q,
in particular the difference �= D= n� −S� no longer contributes to
the zeroth order solution, as opposed to S� itself.

Before proceeding with higher orders, we define for con-
venience.

�= q
�n� = �= qq

�n�q2 + �= �q
�n���q − �q� ,

%
=1

�n� = %
=1,q

�n�q + %
=1,�qq

�n� ��q2 − q2�� ,

%
=2

�n� = %
=2,qq

�n� q2 + %
=2,�q

�n� ��q − �q� ,

$= q
�2n� = $= qq

�2n�q2 + $= �q
�2n� � q + $= q�

�2n�q � ,

$= q
�2n+1� = $= q

�2n+1�q + $= �
�2n+1� � ,

where we remind that � acts on everything to its right so that
$= q actually are differential operators.

The first order is given by �j�= �J= qq+J= ���n� , etc.�

J= q = − �= −1�M= x�= D= − $= q
�1� − %

=1q
�1�� ,

J= � = − D= + �= −1$= �
�1�,

T= q = − �= −1�M= x�=
−1$= 0

�4� − $= q
�3� − %

=1q
�3��= D= � ,
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T= � = − �= −1��= −1$= 0
�4� − $= �

�3�� ,

the second order terms are

Y= �q = �= −1M= x�= D= + $= �q
�0� − �= �q

�0� − �= −1�$= q
�1� + %

=1q
�1�� ,

Y= q� = M= xD= + $= q�
�0� + �= �q

�0� − M= x�=
−1$= �

�1�,

S= �q = �= −1�− T= q − �= �q
�2��= D= + �$= �q

�2� + %
=2�q

�2� �� − A= Y�q,

S= q� = �= −1�− M= xT= � + �= �q
�2��= D= + %

=1q
�2�J= � + �$= q�

�2� − %
=2�q

�2� �� − A= Yq�,

and finally, the 3 remaining coefficients in Eq. �A23�,

Y= �qq� = �= −1�M= xS= q� + �= qq
�1�J= � + %

=1�qq
�1� � ,

Y= q�q� = M= x�=
−1�S= q� + �= �q

�1�J= �� ,

Y= �q�q = �= −1�M= xS= �q − �= �q
�1�J= q� .

To solve Eq. �A22�, we use the method elaborated upon pre-
viously in this paper, so that by use of Eqs. �65� and �70� we
end up with

�#DW = �K=

!
�2�Y= �q�ltF= �Y= q��tl + �Y= �q�ltF= �Y= �q�tl + �2Y= �qq�

+ Y= q�q� + Y= �q�q�ll�n�0�
c
, �A26�

where the outer bracket denotes that we take the charge com-
ponent.
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